**Report: Present the mathematical problem of fitting the diffusion tensor , which should reference Jiang, et al. [1] and the Background Reading document where appropriate (~1 page).**

**Introduction**

Diffusion-weighted MRI (magnetic resonance imaging) in the brain allows medical professionals to reconstruct the brain, in order to study brain anatomy and diagnose patients with potential conditions, safely. Patients are exposed to a magnetic field, and the diffusivity of water in different locations of the brain tissue is measured. Thus we are given a single slice of a scan for a patient, with the objective of using this data to estimate the diffusion tensor at each voxel.

From Jiang et al. (2005), we have the mathematical equation,
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We aim to estimate **D**, 3 x 3 symmetric positive definite matrix, at each voxel, given a two-dimensional slice of a patient’s scan, from which we can extract and .

Substituting these values into the equation above, we can obtain a system of 64 equations (for 64 directions), which can be written in matrix form. Since the initial equation is not linear, we will take the natural logarithm of each side, and construct a linear system of the form or more commonly seen as

where

x is our D

and b is …
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Solutions to the least squares problem

can be found by solving the normal equations  ,

finding the QR decomposition

then solving the *triangular* linear system  using backward substitution. For efficiency, we can use MATLAB’s built-in Gram-Shmidt process (since we're using floating point arithmetic) which simply requires a backslash operator on the rectangular matrix A - outputting x (the diffusion tensor D):

**Report: Describe what issues arise due to bad or invalid data at any step of the process, and explain how this is handled, with justification (~1/2 -- 1 page).**

We must take into account noise (corrupt or meaningless samples) surrounding the brain scan and remove unwanted data from our calculations to improve the accuracy. In particular, since we will be taking the logarithm, we require any negative values to be removed from the data set, as these are a product of taking measurements in practice using machinery.

With regard to noise, we will use a binary mask in Matlab to filter out the unwanted scan data, provided under the name “mask“. This identifies the actual brain tissue in the scan and removes data outside the scope of the brain.

**Produce mean diffusivity map, fractional anisotropy map and principal diffusion direction map resembling those in the Project Description. Include these figures in your report**

From our symmetric matrix D, we can obtain eigenvalues and eigenvectors. In particular, a symmetric positive definite matrix has real eigenvalues and orthogonal eigenvectors.

Then the three common imaging techniques for diffusion tensor imaging are as follows:

**Mean diffusivity map**

Finally, to determine the magnitude of the diffusion at each voxel, we will find the mean diffusivity (mean of all three eigenvalues).

**Fractional anisotropy**

To determine the fractional anisotrophy, (a measure of how the eigenvalues differ), we use the given formulas (Elster 2009)

“For perfect isotropic diffusion . “Brighter areas are more anisotropic than darker areas” – elster, 2009.

**Principal diffusion direction**

To determine the principal diffusion direction (the direction of strongest diffusion), we can observe the eigenvector  associated with the largest eigenvalue , then use Matlab to produce an image with which it can be visualised.

According to Elster, we can use coordinates of to determine the red, green, and blue pixel intensities, with an additional scaling by FA to control brightness.
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